
Variable Complexity Neural Networks Comparison
for Pollen Classification

Aysha Kadaikar, Yan Pan, Qiaoxi Zhang, Patricia Conde-Cespedes, Maria Trocan, Frédéric Amiel and Benjamin
Guinot

Abstract—This paper deals with the problem of classifying the
pollen grains observed in a microscope view acquired by a collector
of ambient air particles. This classification is usually performed by
a highly skilled human operator observing the microscope slide to
detect the presence of pollen grains, count them and sort them
according to their taxa. However these tasks become particularly
heavy in the mid-season because of the huge quantity of pollen
produced. This paper compares the use of three neural networks
(NN) to classify the pollen grains observed which are a modified
version of LeNet5, ResNet50 and AlexNet. The first two have been
conceived more for non-natural images and the last one for natural
images. Simulation shows that ResNet50 and AlexNet particularly
lead to good performance in terms of accuracy for this kind of images.
AlexNet is finally a good compromise for pollen classification when
adding a constraint on the computational complexity.

Keywords—Neural networks, LeNet5, ResNet50, AlexNet, pollen
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I. INTRODUCTION

INTEREST on pollen analysis has been growing in the
last decades as it is used in many fields. For example, in

palynology as in paleopalynology, the pollen samples collected
from the air, water or segments of any age are studied. Thus,
the palynologist can have an idea on the vegetation and
reconstruct the environment that produced those samples or
make climate change studies [1], [2]. Another main application
of pollen analysis consists in allergy prevention. In fact, about
between 10 and 25 % of the world population suffers from
allergic rhinitis [3]. And pollen is one of the primary caused
of allergic rhinitis.
In this case, pollen analysis allows detecting the presence and
the quantity of pollen in real time to prevent allergic reactions.
Most commonly, pollen analysis is performed by a human
operator using a captor dedicated to the collection of particles
present in the ambient air. The captor runs all day long, day
after day, and collect the particles on a moving ribbon. A
person having high skills on pollen recognition finally analyses
the particles collected on the ribbon with a microscope. One
difficulty of the analysis consists on the variety of the particle
present in the ribbon. Indeed, the pollen grains are found next
to other particles such as pollution particles, soot, vegetal
residues, water droplets etc... All of these constitute noise
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for the pollen analysis. An example of a microscope view
containing pollen grains with noise is given in Fig. 1 where
pollen grains have been colored in purple. Another difficulty
of the pollen analysis consists in the huge number of pollen
to count and classify. These tasks can become particularly
difficult in the mid-season where the number of pollen grains
explodes. Finally, the classification of the pollen samples is a
difficult task, which requires a high skilled person to detect the
features of each type of pollen and classify them according to
their taxa. Fig. 2 gives an example of different types of pollen
to classify.
In recent years, some studies have been conducted to au-
tomatize the tasks of analyzing pollen grains present in the
ambient air in real time. In [4], the authors propose to use
autofluorescence image analysis. For this, a digital camera
capturing autofluorescent images of pollen in real time is
placed inside a device dedicated to the collection of pollen
particles. The pollen are classified according to their level of
blue and red spectra. In [5], the authors also use fluorescent
images to classify the pollen samples with an approach based
on the pixel intensities of the images. Although these methods
could lead to good classification performance, the material
used is costly and make difficult a wide deployment of these
methods.
In this paper, we propose to automatize the task of classifi-
cation of the pollen samples detected on a microscope view
in real time. For this, we have compared the usage of three
neural networks to classify the pollen grains. Two of them are
dedicated to non-natural images and the last one is dedicated
to natural images. The rest of the paper is organized as follows.
The next section presents the three neural networks we have
compared for the classification. Section III compares the
performance of the algorithms according to their performance
and complexity. And finally, Section IV concludes this work.

II. COMPARISON OF THREE NEURAL NETWORKS

For this application of classifying the pollen grains, we have
tested three neural networks amongst all existing to compare
their performance. Each of them has been conceived for a
defined type of images (natural or non-natural) and they are
of different complexity. Let us present the networks used for
the tests.

A. Modified LeNet5 neural network

As one of the earliest Convolutional Neural Network
(CNN), LeNet-5 is the commencement for a large number
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Fig. 2: Overview of different pollen grains. (a) Poaceae (b) Populus (c) Cupressaceae (d) Urticaceae (e) Betulaceae (f) Corylus
(g) Ambroisie (h) Fraxinus

Fig. 1: Example of a microscope view

of recent neural network architectures, bringing a lot of
inspiration to this field [6]. LeNet-5 extracts features using
convolution, parameters sharing, pooling and other features
avoiding a lot of computational costs. However, when it comes
to complex ubiquitous object as well as medical micrograph
images, the original network structure working on MNIST
dataset is far from meeting the requirement. LeNet5 has shown
to be very performing in the case of non-natural images, espe-
cially for handwritten digits recognition [7], [8]. The version
that has been tested here is mostly inspired by LeNet5 but is a
bit different [9]. It is called Modified LeNet5 in the rest of the
paper. It is composed of 9 layers including 2 convolutional
layers, 2 sub-sampling layers (or pooling layers), 2 local
response normalization layer and one fully connected layer.
These layers are summarized in Fig. 3. The first convolution
layer filters the 208 × 208 input image with 16 kernels of
size 3 × 3, and the stride of the sliding window for each
dimension of the input tensor is 1, which means every pixel on
each channel is scanned. A filter summarizing the outputs of
neighboring neurons from the previous layer performs pooling
layer after the convolution layer. The obtained output has
smaller height and weight dimensions but the same depth as
the previous tensor. After the pooling layer, a local response
normalization is applied performing a kind of lateral inhibition
by making a normalizing over local input regions. The second
convolution layer is similar to the last convolution, but the
channel of kernels change to 16 because of the output of
previous layers and the LRN is applied before the pooling

layer. At the third fully connected layer, the results from
those two convolution layers are flattened, and the weights and
biases are initialized, preventing overfitting of fully connected
layers.

B. Resnet50

Residual neural network (ResNet) is one of the pioneering
productions for deep learning in recent years. The emergence
of ResNet has made it possible to train hundreds or even
thousands of layers of neural networks, and the results of
training are also remarkable. This kind of networks are very
generally used on non-natural images (such as medical images)
and has shown very good classification performance [10],
[11]. As known, the depth of the network is crucial to the
performance of the model. When the number of network
layers is increased, the network can extract more complex
feature patterns, thus better results can be obtained. However,
degradation problem occurs in deep networks, causing network
accuracy becomes saturated or even decreased. The author
of the ResNet, Kaiming He, proposed an effective solution,
addressing this problem by introducing a deep residual learn-
ing framework, which shows better performance by utilizing
skip connections, or shortcuts to jump over some layers.
The version we have tested in this paper for the pollen
grains classification is ResNet50 [12]. This is one of the
most powerful and relatively simple-structured ResNet variants
with 49 convolutional layers and a fully-connected layer.
The convolutional layers are designed to make sure every
layers output feature map sizes are the same, and to preserve
the time complexity per layer. Downsampling is performed
by convolutional layers with a stride of 2, and the residual
structure is built by inserting shortcuts. Moreover, 3-layers
bottleneck blocks are designed and applied to shorten training
time. The three layers are 1×1, 3×3, and 1×1 convolutions.
The 1 × 1 layers reduce and then increase dimensions, thus
3 × 3 layer can process input and output data with smaller
dimension, which makes the model more efficient. At last,
the network ends with a global average pooling layer and a
1000-way fully-connected layer with softmax. Fig. 4 gives an
overview of the residual network we have tested in this paper.

C. Alexnet

The third neural network we have tested is AlexNet. Indeed,
this neural network achieves very good classification perfor-
mance in the case of natural images as it was the case in
the ImageNet LSVRC-2012 contest which made this network



Fig. 3: Topology of the Modified LeNet5 network.

Fig. 4: Topology of the ResNet50 network.

famous [13]. It is more computationally complex than LeNet5
but much less than ResNet50. When AlexNet was developed,
it was deeper than already existing CNN. It has more than
60 million parameters and more than 650, 000 neurons. The
architecture is similar to the one of LeNet whereas AlexNet
is deeper, has many kernels (i.e. filters) per layer and presents
successive convolutional layers. More precisely, AlexNet is
composed of 5 convolutional layers and 3 fully-connected
layers as shown in Fig. 5. An OverLapping Max Pooling layer
directly follows the first two convolutional layers, and then
there are two successive convolutional layers followed by an
OverLapping Max Pooling layer again. And finally this output
of the previous layer is connected to three successive fully-
connected layers where the last one is a classifier with 1000
class labels.
AlexNet also includes many tools as max pooling, dropout,
data augmentation, ReLU and SGD with momentum.

III. EXPERIMENTAL RESULTS

This section presents a comparison of the performance of
the three neural networks used to classify the pollen grains.
Tests have been conducted on a dataset composed of 1200
images of different pollen acquired using the HCA algorithm
described in [14]. The dataset is composed of 6 classes
including the 5 most allergenic and most abundant type of
pollen, i.e. the Poaceae, the Cupressaceae, the Ambrosia,
the Betulaceae, and the Fraxinus (see Fig. 2). The sixth
class is composed of all other existing pollen that have been

encountered making the dataset (it contains Pinus, Urticaceae,
Corylus, Alnus, etc...). Each class contains around 200 images.
The first section describes the test parameters of each neural
network. Then the next section discusses the performance of
the neural networks in terms of accuracy and finally, the last
section discusses the performance in terms of computational
complexity and time consumption.

A. Parameters of the neural networks

We present here how we set the parameters of the networks.
Concerning the Modified LeNet5, the batch-size was set to 10
images, the number of epoch is equal to 5000, the capacity
of the network is set to 1500 and the learning rate is set to
0.0001.
For ResNet50, the batch size is taken as equal to 32, the
number of epoch is equal to 50 and the learning rate is set
as 0.01. Finally for AlexNet, the mini batch size is set to 64
images, the learning rate is set to 0.001, and the maximum
epochs number is equal to 20.

B. Classification performance

This section presents the performance of the three neural
networks that have been trained and tested with the dataset
presented above. Tab I gives an overview of the results with
three different ratios of number of images for the training and
the test. More precisely, we have tested the following ratios
(training/test) in percentage: 70/30, 80/20 and 90/10.



Fig. 5: Topology of the AlexNet network.

TABLE I: Classification performance of the three neural
networks

Ratio LeNet Resnet Alexnet
training/test

70/30 85.35 96.54 96.01
80/20 87.26 96.81 96.02
90/10 86.52 97.60 94.40

One can see that ResNet50 and AlexNet achieve much better
performance in terms of accuracy than the modified LeNet5.
Details results of the three algorithms are given in Tab II to
Tab IV.The provided results show the estimated labels after
classification versus the original labels of the images using
80% of the total amount of images for the training and 20%
for the test. The diagonals of the tables contain the ratio of true
positive for each class (in percentage). One can see that the
three algorithms have very good performance on the most of
the classes with still an advantage for ResNet50 and AlexNet
over the modified LeNet5. Classification accuracy is lower
for the class ”Others” in particular. This is due to the great
heterogeneity of this class containing only small amount of
very different varieties of pollen contrarily to the others classes
which contains many images of the same type of pollen. So
the training is better performed in the latter case.
Fig. ?? to Fig. 8 show the ROC curves associated to the
class ”Ambrosia” for the three algorithms. The Aera Under
the Curve (AUC) is very close to 1 in all cases. In the same
way, Fig. ?? to Fig. 11 present the ROC curves associated to
the class ”Others” for the three algorithms. The AUC is a bit
lower than previously because of the difficulty of the training
due to the heterogeneity of this class as explained earlier.
For the other classes, as it is the case in these examples, the
AUC of the ROC curves of the three algorithms are very close
to 1. Globally, Resnet50 achieves slightly better performance
than Alexnet which is also more performant than the modified
LeNet5.

In regards to all the performance results, it appears that both
ResNet50 and AlexNet which has been designed for natural
images, offer very satisfying results in terms of accuracy. On
the other hand, the modified Lenet5 which was developed
for non-natural images is less performant in pollen grains
recognition.
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Fig. 6: ROC curve associated to the class ”Ambrosia” with
the modified LeNet5 (AUC = 0.9870).

C. Comparison of the complexities and processing times of
the neural networks

This section discusses the computational complexity and the
processing time of each neural network.
The Modified LeNet5 version used in this paper contains
a little more than 1 million learnable parameters and need
about 19.5 million mutliply-add operations to compute the
parameters for a single image [9]. Alexnet computes around
60 millions of parameters and needs about 700 millions
of operations to compute them for one image. And finally,
ResNet50 contains 25.6 million parameters but it needs around
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Fig. 7: ROC curve associated to the class ”Ambrosia” with
ResNet50 (AUC = 1).
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Fig. 8: ROC curve associated to the class ”Ambroisie” with
Alexnet (AUC = 0.9948).
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Fig. 9: ROC curve associated to the class ”Others” with the
modified LeNet5 (AUC = 0.8187).

8 billion operations for the parameters computation for one
image. ResNet50 is far more complex than the modified
LeNet5 and AlexNet.

Let us now have a look on the processing times of the
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Fig. 10: ROC curve associated to the class ”Others” with
ResNet50 (AUC = 0.9760).
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Fig. 11: ROC curve associated to the class ”Others” with
Alexnet (AUC = 0.9653).

algorithm. The modified LeNet5 and ResNet50 have both
been tested on the Google collaborative platform with Python
(version 2.7) and TensorFlow (version 1.13.1). The training of
80% of the dataset took about 653 seconds for the modified
LeNet5 versus 1300 seconds for ResNet50. In the same way,
the test of the 20% remaining took about 9 seconds for the
modified LeNet5 versus 2 seconds for ResNet50.
Alexnet have been run using a Macbook pro with an Intel Core
i5 processor of 2.4Ghz and 4GB of RAM. The simulations
have been done with Matlab (version r2018b). Considering
the test with 80% for the training and 20% for the test, the
algorithm takes 3867 seconds for the training and 57 seconds
for the test.
Finally, having a look at the overall performance of the
three neural networks, it appears that AlexNet seems to be
a good compromise in terms of accuracy and complexity
as compared to the modified LeNet5 and ResNet50. In fact
AlexNet achieves excellent performance as ResNet50 in terms
of accuracy but it is much less complex.



IV. CONCLUSION

In this paper we have compared three neural networks
for the classification of pollen grains. Two of them have
been originally realized for non-natural images (LeNet5 and
ResNet50) and the third one have been conceived for natural
images (AlexNet). Simulations results has shown that for this
application with pollen images, both ResNet50 and AlexNet
lead to good performance in terms of accuracy with a pref-
erence for AlexNet in the case there is a constraint on the
computational complexity.
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TABLE II: Detailed performance of the modified LeNet5.

hhhhhhhhhhhhhhOriginal Labels

Estimated Labels
Ambrosia Betulaceae Cupressaceae Fraxinus Poaceae Others

Ambrosia 95.8 0 0 0 2.1 2.1

Betulaceae 2.9 94.1 0 3 0 0

Cupressaceae 0 1.8 57.4 16.7 14.8 11.1

Fraxinus 0 7 0 78.9 10.5 3.5

Poaceae 29.6 3.4 0 0 62.1 6.9

Others 10.7 32.1 9.2 7.1 10.7 39.2

TABLE III: Detailed performance of ResNet50.

hhhhhhhhhhhhhhOriginal Labels

Estimated Labels
Ambrosia Betulaceae Cupressaceae Fraxinus Poaceae Others

Ambrosia 100 0 0 0 0 0

Betulaceae 0 98.6 0 1.4 0 0

Cupressaceae 0 0 100 0 0 0

Fraxinus 0 0 0 100 0 0

Poaceae 0 0 0 0 100 0

Others 5.2 5.3 0 0 5.3 84.2

TABLE IV: Detailed performance of AlexNet.

hhhhhhhhhhhhhhOriginal Labels

Estimated Labels
Ambrosia Betulaceae Cupressaceae Fraxinus Poaceae Others

Ambrosia 100 0 0 0 0 0

Betulaceae 0 100 0 0 0 0

Cupressaceae 0 0 100 0 0 0

Fraxinus 0 0 7.2 92.8 0 0

Poaceae 12.5 6.2 0 0 81.2 0

Others 0 27.2 9.2 0 0 63.6


